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Summary. In this work we propose intelligent, automated content analysis tech-
niques for different media to extract knowledge from the multimedia content. In-
formation derived from different sources/modalities will be analyzed and fused, in
terms of spatiotemporal, personal and even social contextual information. In order
to achieve this goal, semantic analysis will be applied to the content items, tak-
ing into account the content itself (e.g. text, images and video), as well as existing
personal, social and contextual information (e.g. semantic and machine-processable
metadata and tags). The above process exploits the so-called “Media Intelligence”
towards the ultimate goal of identifying “Collective Intelligence”, emerging from
the collaboration and competition among people, empowering innovative services
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and user interactions. The utilization of “Media Intelligence” constitutes a depar-
ture from traditional methods for information sharing, since semantic multimedia
analysis has to fuse information from both the content itself and the social context,
while at the same time the social dynamics have to be taken into account. Such
intelligence provides added-value to the available multimedia content and renders
existing procedures and research efforts more efficient.
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1 Introduction

It is rather true that nowadays most of community-related knowledge and
information originates from raw content, be it in the form of e.g. text, images,
video, or speech. Human annotation or tagging used in social networks is a
way to represent or handle the underlying knowledge, yet despite the human
intervention, content remains highly unstructured and it is quite difficult to
extract semantics and correlate to other sources of information. The term
“Media Intelligence” is introduced in this work and aims at the development
of intelligent, automated content analysis techniques for different media to
extract knowledge from the content itself. It contributes to the current state-
of-the-art techniques in single modality content processing, and at the same
time makes a significant step in proposing novel research methods of fusing
information from different sources/modalities, contextual information (e.g.
time, location, acquisition metadata), personal context (e.g. profile or pref-
erences) and social context (tagging, ratings, group profiles, relevant content
collections etc.).

2 Progress over Related Scientific Work

The main drawback of current multimedia content is the fact that it remains
highly unstructured and it is quite difficult to extract semantics from it and
correlate them to other sources of information. Consequently, we may identify
a number of principal challenges to tackle within our work:

• Semantic Gap. Although description of multimedia information has seen
significant progress, the pace of automatic extraction of such a description,
and especially of its semantic part, is rather slow, due to the limitations of
state of the art multimedia analysis systems. A “semantic gap” has been
acknowledged between current multimedia analysis methods and tools on
the one hand and semantic description and annotation methods and tools
on the other [17].

• Scope/domain generalization. Due to the above challenges, multime-
dia content analysis techniques are mostly being developed and tuned to
a narrow application scope and are not extendible to other application
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contexts [11]. In some cases, the methods do not even work on a test set
covering multiple aspects of one and the same target application scope.

• Heterogeneity of modalities. Multimodal processing [13] and the use
of contextual information [3] have been recognized as key in dealing with
the above challenges. However, text, image, video, speech processing and
analysis are so diverse in nature that experts in different disciplines often
have difficulties in reaching a common methodology when dealing with
multiple modalities at the same time.

• Unstructured data. The Web has emerged as a massive source of mul-
timedia content and automated methods have appeared that collect and
organize such content into ground truth data for research, vocabularies and
so on [16]. On the other hand, information extraction over such sparse, dis-
tributed, unstructured sources, integrating information from content with
information from metadata and Web 2.0 tags as well is another challenge
on its own.

Going a step further into the detail and regarding text analysis, a number
of challenges exist when dealing with documents originating from user input
and existing sources:

1. Ability to adapt large scale tasks and domains using limited user input;
current methods designed for large scale mining are not applicable to the
task, as they require redundancy of information [6], [8] that is not present
in many cases (e.g. in an “Emergency Response” case) where information
may be scarce and not repeated.

2. Exploitation of contextual information to limit the complexity of extrac-
tion, for example to help disambiguate information; in this work we will
go beyond the current methods in that we will extend the concept of con-
textual information beyond the use of simple lists or gazetteers (as in [18])
or user interaction [4]. The use of contextual information will be consid-
ered across media (where information in one medium helps disambiguating
information in another medium) or by reusing existing meta-information
about documents (creator, time, etc.) or the information looked for (back-
ground information).

In this work we shall focus text analysis on user input coming from mes-
sages (e.g. multimedia messages, emails, etc.) and on the analysis of existing
documents (web pages, blogs, RSS feeds and material at the user sites, e.g.
PowerPoint presentations, HTML documents, etc.). Technologies suitable for
large scale processing of text in knowledge management environments (e.g.,
[12], [5]) will be enhanced and adapted to the social web requirements of the
current era.

On the other hand, regarding image and video analysis, state-of-the-art
techniques are frequently used for content-based retrieval by use of low-level
features [11], [10], [9] in conjunction with high-level human understandable
concepts [1] for multimodal analysis. For instance, Blinkx (www.blinkx.com)
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is a web platform that enables multimodal video retrieval based on embedded
metadata, audio and video cues. Our work will extend such technologies and
exploit state of the art techniques in single modality content processing and
will make a significant step in researching novel methods of fusing information
from diverse modalities [13], contextual information [3], personal context [19]
and social context.

It will also utilize existing multimedia analysis approaches based on explicit
knowledge that model visual features/structure, algorithms, domain concepts
and rules guiding the analysis process [7] and will advance the state of the
art by providing intelligent extensions to knowledge-assisted analysis [15],
[2] based on visual and complementary contextual information [14] derived
from other modalities, metadata, personal and social context. It will extend
them to better adapt to and benefit from the remarkable success of Web 2.0
applications by:

1. Formalisation of multimedia analysis based on user context (e.g. physical
location, media acquisition conditions).

2. Fusion of knowledge originating from different modalities and different
analysis processes.

3. Exploitation of the intelligence emerging from user groups in order to
boost the performance of multimedia analysis and support novel content
access and delivery mechanisms.

4. Adaptation and combination of vocabulary-based telephone speech recog-
nition techniques and utilization of phonetic search that enables identifi-
cation of proper names and usually unrecognized words, especially in the
context of an emergency response case study.

Regarding speech analysis, today’s standard vocabulary-based speech
recognition technology cannot provide sufficient accuracy for such cases; the
word-error rate can be as high as 40% for noisy environments. Moreover, the
tools can only recognize a given set of words (from their limited vocabularies).
They cannot deal with new names of persons, places etc. that are crucial for
real-life use cases. To address this situation, we will combine a vocabulary-
based speech recognizer with a keyword spotting module implementing the
functionality of the phonetic search, also supporting detection of detection
of OOV (out-of-vocabulary) words. The phonetic recognition can be more or
less language independent but can also benefit from an identification of the
language-specific set of phonemes.

The proposed framework will provide a unique opportunity in exploiting
challenging research directions such as using multimodal processing, contex-
tual information, personal and social context, tags and other information to
improve the performance of existing multimedia analysis methods. Most im-
portantly, such analysis is not currently used in social network environments
mainly due to its unreliability. The greatest challenge will be to demonstrate
that combined with metadata, tags and other information currently used,
content analysis can provide a more powerful experience for the user. Success



Efficient Media Intelligence 5

will highlight the value of content analysis in such environments, generate
awareness and open the way to a number of future applications.

3 Intelligent media analysis

The main step towards efficient “Media Intelligence” concerns automated
analysis and semantic extraction from raw visual, textual or audio content
and associated metadata. Analysis focuses on each medium in isolation and
without taking into account any contextual information or the social environ-
ment. However, it does take into account prior knowledge, either implicit, in
the form of supervised learning from training data, or explicit, in the form of
knowledge driven approaches.

Extracting knowledge from raw data is a huge research problem on its own
so work in this field is expected to advance current existing state-of-the-art
techniques for each medium, while a significant effort will be devoted on

1. adapting to the individual domains of interest and intelligence method-
ologies,

2. handling heterogeneity of unstructured user-contributed content and
3. supporting interoperability with contextual information.

3.1 Text analysis

Textual information is of fundamental importance in every scenario where
humans are involved as it it the most common medium of communication.
Unfortunately the ability humans have to understand and generate language
is not matched by machines and therefore information in textual documents is
generally unavailable for automatic processing. Textual information is perva-
sive and - in the digital era - its availability is increasing. Intelligent techniques
are required to enable automatic Information Extraction (IE) from text and
make this information available for further processing, e.g. to integrate with
other sources or to proactively execute tasks.

Fig. 1. Intelligent text analysis paradigm

The current research challenges for text analysis are:
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1. information extraction over sparse distributed documents (e.g. the Web),
integrating information from documents with information from metadata
and Web 2.0 tags as well. Technologies for large scale processing of text
in knowledge management environments (e.g., [12], [5]) will be enhanced
and adapted to the current social web requirements.

2. Analysis of time and spatial information: Modelling information with a
strong spatial and temporal connotation over a large scale is a complex
and challenging problem and - to our knowledge - has been only partially
coped with previously.

3. User profiling and monitoring as a way to empower and direct text ex-
traction, i.e. strategies for focusing extraction and making sense of facts
based on user and task profiling or in other words take personal context
into account for multimodal media analysis.

3.2 Visual information analysis

Visual information, that is, still images and especially video, tend to impose
huge requirements on current repositories or social networks in terms of stor-
age or transmission due to the size of the data involved, yet its contribution to
the knowledge and intelligence of related applications remains insignificant.
Research in disciplines like image processing, pattern recognition and com-
puter vision has been ongoing for decades but satisfactory performance can
usually only be achieved in constrained domains, scales and environments.

Fig. 2. Intelligent visual analysis paradigm

Our work leverages existing tools to handle well-specified problems like
spatial/temporal decomposition and structuring, object/event detection, recog-
nition and tracking, investigating appropriate visual features, metrics and
supervised learning approaches using annotated training data. It expands
also existing approaches based on explicit knowledge that models visual fea-
tures/structure, algorithms, domain concepts and rules guiding the analysis
process [7]. In doing so, it employs state-of-the-art knowledge-assisted analysis
tools and advances them by providing extensions to
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1. support processing of incomplete, uncertain, partial or conflicting infor-
mation,

2. exploit visual context emerging from interaction between local and global
processing, and

3. support use of complementary contextual information derived from other
modalities, metadata, user and social context.

3.3 Speech analysis

Speech is considered to be an important modality, e.g. in the case of emer-
gencies, where due to the number available resources, handling by humans is
clearly inadequate and automated extraction of semantics is necessary. In this
manner, a vocabulary-based speech recognizer will be combined with a key-
word spotting module implementing the functionality of the phonetic search.
The phonetic recognition can be more or less language independent (but can
also benefit from an identification of the language-specific set of phonemes).
The research agenda will focus on the detection of OOV (out-of-vocabulary)
words in the output of the large vocabulary speech recognition module and
on the advantages the phonetic recognizer can provide for their search. The
development part of the task will concentrate on the generality of the designed
interfaces to enable easy updates of the background recognition modules.

In principle, response to emergency cases will benefit from speaker identi-
fication technology (and verification of the speaker identity). State of the art
speaker identification technologies will be examined and employed; the latter
are mainly based on advanced feature extraction and machine learning tech-
niques. Requirements for speech analysis related to visual and text analysis
will also be investigated.

4 Contextual media analysis and fusion

The aim of this section is to combine the semantics extracted from differ-
ent modalities in a structured way, along with contextual information like
time, location, or acquisition metadata, and personal context like user pro-
file and semantic preferences. Fusion of heterogeneous information derived
from different sources and modalities is a problem that has been long studied
but only partially dealt with (e.g. still images with associated metadata, or
video sequences with associated audio), mainly due its multidisciplinary na-
ture and the different requirements of each study. An integrated theoretical
model will be developed in this task to handle fusion of textual, visual and
speech semantics, coupled with contextual and personal information. Con-
textual information typically refers to metadata automatically created and
stored with the content, like acquisition time, location (mobile cell, GPS co-
ordinates) and parameters, e.g. device or camera metadata (aperture, focal
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length, lighting conditions, flash use) for the still image case [3]. Such informa-
tion may be available with the content itself (e.g. EXIF metadata for images)
or in separate resources (e.g. MPEG-7 metadata for video). Such metadata
can be valuable when combined in the analysis process and will be exploited
to disambiguate, resolve inconsistencies or complement missing information
in simple tasks like indoor/outdoor classification.

On the other hand, personal context [14], like the profile and the personal
preferences of the user contributing a specific resource, provides additional
evidence to assist content-based analysis of the resource, e.g. types of places
one visits, style of writing and so on. Such contextual extraction mechanisms
will be investigated, that are necessary for the creation and exploitation of
personal context. All evidence will be taken into account both during mul-
timodal media analysis (early fusion) and as a post-analysis integration step
(late fusion). To support the required information fusion processes, existing
knowledge representation formalisms and reasoning tools will be extended
to support temporal/spatial analysis, media interpretation and information
fusion under uncertainty, and incomplete or contradicting evidence.

5 Social Media Intelligence

It is expected that actionable knowledge can be extracted by analysing how
multimedia content is shared, accessed, annotated and otherwise used by com-
munities. The aim of this task is to exploit workspace statistics (e.g. ac-
cess/usage history) and social content (tags, ratings, related content items,
related users, group profiles etc) in order to improve the intelligent media
analysis and use. This includes e.g. analysing how images are stored or how
frequently they are accessed in the context of a given task in order to learn
what they have in common in terms of content.

Knowledge about how users are interacting in a shared community and se-
mantics of social interaction extracted from system usage will be investigated
in this task. This kind of information will be exploited in the content analysis
process; such an approach has not been explored yet, to our knowledge. This
would permit e.g. to analyze an image given the profile of the contributing
user, other pictures in the same collection (e.g. from vacation), comments from
his/her friends, or related pictures within the community. This is yet another
information fusion task that will be carried out, where contextual information
extends to include personal or social context. Collaborative computing tech-
niques will be employed to enable collaborative media tagging, manipulation,
or search over a social network.

Knowledge extracted from the social content will be represented in a ma-
chine understandable way in order to achieve interoperability and knowledge
sharing. Semantic Web technologies will provide the formal framework for the
representation and processing of syntax and semantics of the extracted social
knowledge.
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Existing reasoning engines will be investigated and used to process the ex-
tracted knowledge. Reasoning services are essential to check the consistency
and the validity of instances, to extract implicit knowledge using subsumption
and equivalence relations defined in the ontologies and, finally to take decisions
using inference rules. Existing work and standards will be examined in order
to construct the social content ontology. For instance, Friend-Of-A-Friend
(FOAF) is a simple technology that makes easier sharing and using infor-
mation about people and their activities (e.g. photos, calendars, weblogs), to
transfer information between Web sites, and to automatically extend, merge
and re-use it online. FOAF can be used as a starting point and extended
where needed in order to support representation and exchange of knowledge
with respect to content, metadata, users and community interactions.

6 Conclusions

In this work we proposed our initial research efforts and ideas in designing
and implementing efficient, automated content analysis techniques for dif-
ferent media to extract knowledge from the multimedia content. Contextual
information, in terms of spatial, temporal, semantic, personal and social in-
formation constitute the added value to current traditional media analysis
approaches. Applying and exploiting this kind of additional information forms
the way to efficiently advance the so-called “Media Intelligence” towards the
ultimate goal of identifying “Collective Intelligence”, emerging from the col-
laboration among large communities and empowering innovative services and
people interactions. Such combined intelligence provides added value to the
available multimedia content and results into a more efficient rendering of
procedures and research.
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